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Abstract

This paper is a survey of the research in the field of
intrusion detection systems. Some previous surveys
in the field are [2, 24, 3, 20, 16, 5]. An extensive lit-
erature exists on the topic of intrusion detection sys-
tems that use audit data for uncovering anomalous
system behavior. It is possible to identify themes
that are common to many of the available techniques.
The intention of the paper is to provide a survey of
the literature available on this topic and more specif-
ically on the research context of [25].

1 Introduction

Intrusion detection systems are the intrusion alarms
in the computer security field. The goal is to defend
the system by using an alarm that goes off whenever
the system has been compromised. The intrusion can
be one of a number of different types. For example,
someone might steal a password and hack inside a
computer for malicious purposes or users may abuse
their existing privileges to gain access to other ac-
counts or even use a program to exploit vulnerabili-
ties in the software of the system. The detection of
such intruders is an important problem for the field
of system security.

In the early years of this area two major princi-
ples were set up which are still in use today regard-
ing the detection approach : signature-based detec-
tion and anomaly-based detection. Signature-based
detection uses a series of signatures to study the nor-

mal and abnormal behavior for an entity and then
conclude from these signatures if an attack occurred.
Anomaly-based systems define patterns of intrusions
and then classify such behavior as malicious that re-
semble those predefined or learned patterns. The ad-
vantages of the first approach are that the rates of
false positives is little and the rate of processing of
the audit data is high. The problems with this ap-
proach is that it relies on a well-known database of
signatures, and it is not able to detect intrusions that
have not yet been made known to the intrusion de-
tection system. Anomaly based detection offers the
benefit that the user must not configure it prior to
usage because it trains itself, it then also runs unat-
tended and is able to detect even unknown attacks.
The issues with the second approach rest in the fact
that while it detects unknown attacks, the false alarm
rates can be high.

Almost all intrusion detection systems consist of a
subsystem for collecting data about the observed sys-
tem also called the audit data collection agent. Then
another subsystem that detects if a behavior is suspi-
cious, the output of which is presented to the system
administrator, who then can take further action, nor-
mally beginning with further investigation into the
causes of the alarm.

2 Overview
One of the first works in the field was done by Ander-

son [1]. Anderson used audit data collected for other
purposes such as system performance and analyzed



this data so that a division can be made into possible
threat categories. In this paper the authors also di-
vide attacks into four possible categories which are
later used to develop intrusion models. Based on
this work the first model for intrusion detection sys-
tem was build by Denning [8]. Denning proposed a
model of a real-time intrusion-detection system that
detects several forms of computer abuse. Denning
based his approach on the idea that security viola-
tions can be detected by monitoring a system’s audit
records for abnormal patterns of system usage. The
model is a general-purpose intrusion-detection sys-
tem that is independent of system or application en-
vironment. Because of this the model was often used
as a base for other systems.

Two of the first projects in the area were led by
Lunt at Sytek and Javitz at SRI [32] that have shown
that users can be distinguished from one another
through patterns of their computer usage. Thus the
idea of using a normality profile gained from the nor-
mal behavior of a user to detect anomalous behavior
was formed. The main idea was to create a proba-
bility function of the current usage based on previ-
ous usages and if that probability was little then this
could indicate an intrusion.

Most intrusion detection system focus on net-
work based detection. Important work are [6, 19]
where the systems use statistical anomaly detection
to find Remote-To-Local attacks at network services.
Kruegel also proposes specific IDS for web-based at-
tacks using the queries send by client programs to the
servers and their parameters thus leading to a higher
number of identified attacks. [18].

Another very influential paper is [26] where Bro,
a stand-alone system for detecting network intruders
in real-time is presented. Beside the normal detec-
tion mechanisms it can detect attacks on the monitor
itself in terms of overload attacks, which try to stress
the monitor to the point of not being able to cope
with the input data, crash attacks where the monitor
is forced into failure, and subterfuge attacks, where
the attacker tries to fool the monitor into misinter-
preting analyzed data.

Other papers in the area of network intrusion de-
tection systems like [27] focus on precise specifica-

tions of network packet sequences to define normal
and abnormal behavior. he authors of this paper de-
fine a robust specification language that enforces a
strict type discipline via a combination of static and
dynamic type checking. This technique is interesting
because of the time specifications given. The match-
ing time is insensitive to the number of known pat-
terns of intrusion and the aggregation operations take
constant time per packet. This can be thus viewed as
a real-time detection system.

In recent years the topic of wireless networks has
also been addressed. For example in [35] reasons are
given to why traditional fixed network models do not
work in a wireless environment and a solution is pre-
sented for a better architecture of intrusion detection
systems that is distributed and cooperative. Thus, the
trace analysis and detection phase are done locally on
all nodes and whenever possible in cooperation with
other nodes.

The direction of the network intrusion detection
systems is towards distributed systems as in large
networks it becomes increasingly complicated to an-
alyze traffic. A major research problem is also the
efficient detection of coordinated attacks over large
networks. An example is [34] which proposes the
architecture of a Coordinated Attack Response that
focuses on these issues.

Another branch of research has focused on
program-based detection rather than on the tradi-
tional network and host levels. That is, intrusion
monitors will typically analyze network packet logs
or host machine audit logs for signs of intrusion ac-
tivity for specified programs. Ghosh, Schwartzbard,
and Schat propose a method for program-based intru-
sion detection that is aimed at detecting novel attacks
against systems [12].

3 Methods

For the implementation of an intrusion detection sys-
tem a number of methods have been used. Most
of them are statistical-based, rule-based, or model-
based but more and more research is shifting towards
neural networks, traps and keystroke analysis etc.
Recent research focuses on other methods for de-



tecting intrusions like Dasgupta and Gonzalez’s use
of a genetic classifier-based intrusion detection sys-
tem, which can provide active detection and auto-
mated responses during intrusions. [7].

Gosh et al. use neural networks for detection of
the misuse of programs where the results show that
training neural networks through random data can be
effective in detection. [11]

3.1 Statistical

This method was originally proposed by Denning [8]
and extended by Lunt [23] to create usage profiles
that consist of statistical data such as means, co-
variances and standard deviations and compare them
against current usage. The statistical method was ap-
plied in the Haystack project [28]. Statistical meth-
ods can be used without profiles by describing pat-
terns of misuse by threshold values but are largely
dependent on prior knowledge about the distribu-
tion of the input data. This problem is discussed by
Lankewitcz and Benard who propose non-parametric
statistical methods [21]. The basic idea is that the
statistical methods are used for generating rules for
the normal behavior and then comparing these rules
to real usage patters that might contain attacks.

3.2 Rule-based

Rule-based systems are basically if-then statements
that are based on a set of rules and a control mech-
anism to apply those rules. This mechanism re-
quires very large databases of rules and hence the
rule-generating mechanism has to be automated as
proposed by Liepins and Vaccaro [22]. Ilgun, Kem-
merer and Porras [14] propose a real-time detection
model that uses state diagrams. The state transition
approach models penetrations of a system as a series
of state transitions described as signature actions and
state assertions. Although the system aims for de-
tecting anomalies that are also detectable with known
rule-based models, that use pattern matching over a
sequence of audit data, the current system focuses on
the effect of each individual step which in term leads
to greater flexibility when detecting variations in at-
tacks. So this could be described as the first work that

uses rule-based methods to detect unknown attacks
even if in just a primitive way and only for variations
of existing known attacks.

3.3 Model-based

Model-based detection system were proposed by
Garvey and Lunt [10, 23] and are based on model-
ing the activities as states connected by arcs. Us-
ing this method analysis is more efficient than in the
previous techniques. Apart from that models can be
verified using different variations in input data. On
the down-side model based methods produce a more
false negatives than signature based but can detect
also unknown attacks.

4 System Calls

The focus of the research in the last years has shifted
to detecting intrusions through system calls as they
are the key element with which a program communi-
cates with the underlying operating system.

The sequence of system calls produced by appli-
cations has also been the object of anomaly detection
analysis. The techniques proposed so far fall into the
areas of specification-based and learning-based ap-
proaches. Learning-based techniques do not rely on
any a priori assumptions about the applications. In-
stead, profiles are built by analyzing system call in-
vocations during normal execution.

One of the first and most influential paper in this
category is [9] where the aspect is towards simplic-
ity and practicality. The paper presents for the first
time the idea of using sequences of system calls for
defining the normal behavior pattern. In this way
the definition of the database is compact because
the sequences of system calls that are anomalous are
clearly distinguishable. Furthermore it is computa-
tionally efficient and can provide the basis for an on-
line computer immune system.

Paper [4] presents a detailed analysis of the UNIX
system calls and classifies them according to their
level of threat. A mechanism is then proposed to con-
trol the invocation of critical system calls. During the
training phase, the system collects all distinct system



call sequences of a certain specified length. During
detection, all actual system call sequences are com-
pared to the set of legitimate ones, raising an alarm
if no match is found.

This approach has been further refined in [33],
where the authors study similar models and compare
their effectiveness to the original technique. How-
ever, these models do not take into account system
call arguments. In [17] the authors propose analyz-
ing a bag of system calls and using learning based
algorithms. Bag of system calls is inspired by the
bag of words representation that has been demon-
strated to be effective in text classification problems.
Here, a sequence is given in the form of an ordered
list with no specification of the relative order of sys-
tem calls. The paper shows that the machine learning
techniques on simple bag of system calls represen-
tations of system call sequences is effective and of-
ten performs better than use only subsequences for
detecting intrusive behaviors of compromised pro-
cesses.

The paper [29] focuses on the design of an intru-
sion detection system at the user level with system-
call interposition. The reason behind it is that the
overhead of the access at the user level is low. How-
ever, it can be seen that the access control mechanism
at user level can be easily bypassed. Thus, an in-
trusion detection system at user level has been com-
bined with system-call interposition. As a result, the
IDS proposed in this paper can prevent attacker from
bypassing the interposition mechanism.

Another method is introduced for detecting intru-
sions at the level of privileged processes [13]. The
paper presents a method for anomaly intrusion de-
tection at the process level which adds some sim-
plicity to the classification model. Further it adds a
novel idea by focusing the algorithms on certain priv-
ileged processes and optimizing it for false positives
by looking at each process individually and then set-
ting up according separate rules. The interesting part
is that the authors use as a basis for their system the
human immune system and how it works.

At implementation level [15] adds a new approach
for system call extension infrastructure that doesn’t
require an in-kernel wrapping of the system calls but

offers a user-level infrastructure for analyzing system
calls. The novelty lies in providing the possibility to
implement a supervisor interface that does not need
to know details of the interception of system calls,
architecture specific methods to access system call
arguments or results or OS-specific ways to modify
process data. Basically it provides a framework for
improving the access control to UNIX operating sys-
tems for the purpose of building an intrusion detec-
tion system.

One of the first approaches to include system call
arguments for detection and classification was pub-
lished by Gaurav Tandon and Philip K. Chan [30]
and later refined in [31]. These papers show that in
traditional rule-based algorithm a key component is
missing. By including the system call arguments in
the detection and classification scheme one can reach
a higher level of accuracy. Systems that only analyze
system call sequences can be evaded by launching at-
tacks that execute legitimate system call sequences.
The evasion is possible because existing techniques
do not take into account all available features of sys-
tem calls. The main information source that is not
being considered is system call arguments. In this
paper the authors merge a classical rule based al-
gorithm S-LERAD with their own argument based
model A-LERAD and show that the efficiency of this
approach is higher. A significant flaw of the paper is
that it focuses on rule-based systems and moreover
in a real life environment there is a price to pay for
the increased accuracy, that of a high overhead.

In [25] the concept is taken to a new level by in-
cluding system call arguments in the analysis of a
system’s behavior and implementing it with a learn-
ing based system, which compensates for the flaws in
[30]. The novelty of the paper consists of using mul-
tiple detection models on the system calls and their
arguments that allow a far greater accuracy of detec-
tion then single model methods. Second, the paper
introduces a sophisticated method of combining the
anomaly scores from each model into an overall ag-
gregate score. In traditional model based techniques
the aggregate score was calculated by using only a
sum function over the models and comparing it to a
threshold. In this way important information is lost.



The paper uses Bayesian networks to represent the
models an their characteristics. Each model m;, asso-
ciated with a certain system call, assigns an anomaly
score as; to a single argument of an invocation of the
system call. This anomaly score shows the proba-
bility of the occurrence of the given argument value
with regards to an established profle. Based on these
scores and additional information / the IDS deter-
mines if a anomalous behavior has occurred. For-
mally it can be expressed as :

C(asy,asy, ... ,asg,I) = {normal ,anomalous}

A simple sum function can not deliver reliable re-
sults. Therefore the paper proposes a technique that
uses Bayesian networks to perform system call clas-
sification. In this Bayesian network the root node
is a variable with two states: normal and anoma-
lous. One child node is introduced for each model
(there might also be dependencies between models
represented by connections). Additionally there is a
confidence value represented by a node connected to
the model node. The IDs takes its input from au-
dit facilities(eg. Linux) or audit logs(eg. Solaris’
BSM), monitors security-critical applications(eg. se-
tuid)and for each program the IDS maintains data
structure that characterizes the normal profile. A pro-
file consists of a set of models for each argument and
a functions that calculates the anomaly scores.

5 'Trends

As noted in [2] there are some trends visible in the
study of intrusion detection systems that can be rec-
ognized over the course of the years.

5.1 From host to network

The focus has shifted towards network intrusion de-
tection systems rather than host based systems. The
problem relies in the fact that with advancing and
more faster network hardware it has become even
more difficult to monitor the data in real time. An-
other issue that arises is the presence of encrypted
data that cannot be verified. These difficulties may

mean that another shift is yet possible back to host
based intrusion detection systems.

5.2 From centralized to distributed

Because of the shift from host based to network
based systems there is a necessity to focus on dis-
tributed systems rather than centralized ones. This
becomes clear in the case of data collection. Because
on a network of computers the host cannot collect
data so it must act in a distributed way. The analy-
sis of data is a more difficult challenge to handle in
the context of distributed systems because any dis-
tributed system gains in complexity opposed to cen-
tralized software.

5.3 System calls

In the case of host-based systems the shift is more to-
wards run-time interception of malicious attacks and
therefore the focus is put on intercepting and ana-
lyzing system calls. The recent years have seen an
increase in research on this subject.

6 Open issues

Several open issues remain that need to be discussed
in detail.

e to what degree can a system be trusted to cor-
rectly identify attacks, i.e. how can we diminish
the number of false positives

e what is the best audit data that we can analyze
in order to have a high degree of efficiency

e How can we handle unknown intrusions with as
few as possible(or none) slipping through the
IDS

e can we continue execution after an attack oc-
curred?

e how can we minimize the overhead of the IDS
in order for it to be efficient and maybe real-
time
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Conclusion

In the area of intrusion detection systems researchers
remain interested in the use of various learning and
signature based algorithms to detect anomalous sys-
tem behavior and on refining models for better ac-
curacy. This paper provides a summary of the tech-
niques that have appeared in the journals and confer-
ences dealing with system security. It is the hope
of the author that the paper will provide a good
overview of the research direction in the field of in-
trusion detection systems.
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